Superfluid state of atomic $^6$Li in a magnetic trap
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We report on a study of the superfluid state of spin-polarized atomic $^6$Li confined in a magnetic trap. Density profiles of this degenerate Fermi gas and the spatial distribution of the BCS order parameter are calculated in the local-density approximation. The critical temperature is determined as a function of the number of particles in the trap. Furthermore, we consider the mechanical stability of an interacting two-component Fermi gas, in the case of both attractive and repulsive interatomic interactions. For spin-polarized $^6$Li we also calculate the decay rate of the gas and show that within the mechanically stable regime of phase space, the lifetime is long enough to perform experiments on the gas below and above the critical temperature if a bias magnetic field of about 5 T is applied. Moreover, we propose that a measurement of the decay rate of the system might signal the presence of the superfluid state. [S1050-2947(97)06512-8]
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I. INTRODUCTION

One of the most important objectives in the study of dilute gases has been the achievement of Bose-Einstein condensation (BEC) in bosonic systems. Indeed, decades of experimental research finally led two years ago to the observation of BEC in three different systems of alkali-metal gases $^{87}$Rb, $^7$Li, and $^{23}$Na [1–3]. This success has triggered a large amount of interest in the field of ultracold atomic gases. Although the study of properties of these degenerate atomic Bose gases is vigorously being pursued at the moment, trapping and cooling of Fermi gases might also provide new and exciting physics. Indeed, in a previous theoretical study we showed that a gas of spin-polarized atomic $^6$Li becomes superfluid at densities and temperatures comparable with those at which the Bose-Einstein experiments are performed [4].

This superfluid phase transition, which is similar to the BCS transition in a superconductor, occurs at such high temperatures due to the fact that $^6$Li has an anomalously large and negative (triplet) s-wave scattering length $a$ [5]. This scattering length is a measure for the interatomic interactions and its sign implies that this interaction is effectively attractive, which is a first requirement for a BCS transition to occur. For other atomic species, the transition temperature is in general very low because the scattering length is of the order of the range of the interaction $r_v$ and the diluteness of the gas requires that the Fermi wave number $k_F \ll 1/r_v$. So, for example, in the case of deuterium, it was concluded already some time ago that the observation of a BCS transition is experimentally impossible [6].

The $^6$Li atom has nuclear spin $I = 1$ and electron spin $S = 1/2$. Consequently, the atom has six hyperfine states $|1\rangle$–$|6\rangle$, for which the level splitting in a magnetic field is shown in Fig. 1. The upper three levels $|4\rangle$–$|6\rangle$ can be trapped in a static magnetic trap, whereas the lowest three hyperfine levels prefer high magnetic fields and are expelled from a magnetic-field minimum.

The simplest way to create a degenerate Fermi gas is to trap just one low-field seeking hyperfine state, and for the sake of stability of the gas, the doubly polarized state $|6\rangle = |\ell_s = 1/2, m_s = 1\rangle$ is most suitable. However, due to the Pauli exclusion principle, two fermions in the same hyperfine state can interact with each other at best via $p$ waves, and if this interaction is effectively attractive, the onset of the formation of Cooper pairs occurs at a temperature

$$T_c = \frac{\epsilon_F}{k_B} \exp \left( - \frac{\pi}{2(k_F a)^3} \right),$$

where $\epsilon_F = \hbar^2 k_F^2/2m$ is the Fermi energy of the atomic gas and $a$ the $p$-wave scattering length. For $^6$Li this $p$-wave scattering length of the triplet potential is approximately $-35a_0$, where $a_0$ is the Bohr radius, and $k_F a \ll 1$ in general. As a result, the critical temperature for such a doubly spin-polarized $^6$Li gas is extremely low. At present, a reasonable number for the density of trapped atomic gases is $10^{12} \text{ cm}^{-3}$, leading to $\epsilon_F/k_B \approx 600 \text{ nK}$ and $k_F a \approx 7 \times 10^{-3}$. The corresponding critical temperature is clearly unattainable.
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In the case that more than one state is trapped, Baranov et al. [7] predicted a considerable increase in the above (p-wave) critical temperature as a result of the fact that two atoms in the same spin state can now also attract each other through the exchange of a phonon (density fluctuation) in another hyperfine state. It was found that in this case the transition temperature

\[ T_c = \frac{\epsilon_F}{k_B} \exp \left(-13 \left(\frac{\pi}{2k_F|\alpha|}\right)^2\right), \]

where \( \alpha \) now corresponds to the s-wave scattering length for collisions between the two hyperfine states. Nevertheless, using again a density of \( 10^{12} \text{ cm}^{-3} \) for each spin state and the value \( \alpha = -2160a_0 \) for \(^6\text{Li} \) [5], we find that \( k_F|\alpha| = 0.43 \) and it is easily verified that also in this case the critical temperature is out of reach experimentally.

Therefore, the most promising approach is to consider a Cooper pair of two atoms in different hyperfine states since then s-wave pairing is allowed. In this case [8]

\[ T_c = \frac{\epsilon_F}{k_B} \exp \left(-\frac{\pi}{2k_F|\alpha|}\right), \]

resulting in a much higher critical temperature than in the previous two cases. In particular, we envision to trap \(^3\text{Li} \) atoms in the states \(| \uparrow \rangle \) and \(| \downarrow \rangle \). Experimentally, this might be achieved most easily by trapping only one hyperfine level and then applying a noisy rf pulse to create an incoherent mixture of atoms occupying these two hyperfine levels [9]. Note that this situation has in fact already been realized in recent experiments with \(^8\text{Rb} \) atoms, although using a different technique [10].

In a recent work Modawi and Leggett propose to trap \(^6\text{Li} \) atoms in three instead of two hyperfine states [11]. The advantage in such a system is that the effect of fluctuations is reduced somewhat, but the disadvantage of trapping more hyperfine states is that the number of channels by which the gas can decay increases considerably. Therefore, we will only consider two-electron spin polarized atoms and in Sec. III we study the gas in the superfluid phase. Therefore, Sec. II B we consider the mechanical stability of a weakly interacting Fermi gas. In particular, we also consider a gas with positive s-wave scattering length and show that in the unstable part of the phase diagram, a spinodal decomposition can restore the stability of the gas in this case.

In future experiments the atoms are likely to be trapped in an external potential that roughly has the shape of an isotropic harmonic oscillator \( V(r) = \frac{1}{2}m\omega^2r^2 \) and causes the gas cloud to be inhomogeneous. Therefore, Sec. III of this paper is devoted to the study of an inhomogeneous two-component Fermi gas at and below the critical temperature and in particular we will again concentrate on \(^6\text{Li} \). The numerical calculations will be performed in the local-density approximation, which is valid if the correlation length \( \xi \) over which the particles influence each other is much smaller than the typical trap size \( L = \sqrt{\hbar/m\omega} \) over which the density of the gas changes. A similar calculation for the noninteracting case has been performed recently by Butts and Rokhsar [12]. In addition, we consider the case of purely repulsive interactions which has been studied by Oliva in the same way in the context of possible experiments with spin-polarized atomic deuterium [13]. In Sec. III A we briefly repeat the ingredients for the local-density approximation. In Sec. III B we calculate the critical temperature of the gas as a function of the number of trapped atoms and in Sec. III C we study the gas in the superfluid state. Density profiles for the gas as well as for the BCS order parameter are presented. In Sec. IV we devote a discussion to the issue of how to detect the superfluid phase and to distinguish it from the normal phase. We end the paper with a summary of the main conclusions.

II. HETEROGENEOUS FERMI GAS

We first consider a homogeneous, dilute gas of (electron-)spin-polarized \(^6\text{Li} \) atoms. Since the gas is dilute, the atoms will interact with each other mainly through two-body collisions. These two-body collisions can be represented on the mean-field level by a local potential with a strength given by the two-body scattering matrix \( T_{2B} = 4\pi a^2/m \), where \( m \) is the mass of the particles and \( a \) is the scattering length [14].
The sign of $a$ determines whether the two-body interaction is effectively repulsive ($a > 0$) or attractive ($a < 0$).

Before going to a description of the gas in the normal and superfluid state, we consider an aspect that is experimentally of some importance, namely, the lifetime of the gas. The large $s$-wave scattering length has, on the one hand, the advantage of having many thermalizing collisions between the particles which is required for efficient evaporative cooling, but, on the other hand, there will also be relatively many inelastic collisions, which can cause spin flips within the atoms. If the electron spin of an atom is inverted, the atom will be lost from the trap and consequently these inelastic processes limit the lifetime of the gas. In the next subsection we explain in more detail which decay processes dominate in a mixture of $^6$Li atoms in the hyperfine states $|6\rangle$ and $|5\rangle$.

### A. Decay rates

The electron-spin and nuclear-spin quantum numbers of the two trapped hyperfine levels for $\mu_e B \gg a_{hf}$ are given by

$$|6\rangle = |m_s = 1/2; m_i = 1\rangle,$$

$$|5\rangle = |m_s = 1/2; m_i = 0\rangle + \theta^+ |m_s = -1/2; m_i = 1\rangle,$$

where $\theta^+ = a_{hf}/2\sqrt{2}\mu_e B$ is inversely proportional to the applied magnetic field $B$, so for sufficiently strong magnetic fields the admixture of $|5\rangle$ with the high-field seeking part is small and the gas can be considered to be electron-spin polarized. For such large magnetic fields, the energies of these two hyperfine levels are given by $\epsilon_0 = a_{hf}/2 + \mu_e B$ and $\epsilon_s = \mu_e B$, respectively.

Since the two atoms in states $|5\rangle$ and $|6\rangle$ will interact at the low temperatures of interest solely via $s$-wave scattering, implying that the spatial part of the two-body wave function is symmetric under the exchange of atoms, the spin part of the wave function must be antisymmetric, i.e.,

$$\Psi_{lmS}^{(+)}(\mathbf{r}) = \sqrt{\frac{2}{\pi \hbar^3}} \psi_{lmS}(r) \hat{t}^i Y_{lm}(\hat{\mathbf{r}}),$$

where $\psi_{lmS}(r)$ denotes the incoming and outgoing solutions to the radial Schrödinger equation with the singlet or triplet interaction. Using furthermore that the relative momentum $p_{61}$ after scattering is due to the energy difference $\epsilon_6 - \epsilon_1 = 2\mu_e B$, we find that $p_{61} = \sqrt{2m_61\mu_e B}$. Combining all expressions into Eq. (2), we obtain that the rate constant due to exchange interactions is given by

$$G^{ee} = 2\pi^2 \hbar^2 m p_{61}(\theta^+)^2 \cdot \frac{m_{l}^2 \hbar^2}{2\mu_e B} a_{hf}^2 \cdot \left| \Psi_{l00}^{(-)}(\mathbf{r},p_{61}) | V_T(\mathbf{r}) - V_s(\mathbf{r}) | \Psi_{000}^{(+)}(\mathbf{r},0) \right|^2.$$
FIG. 2. Decay rate constants due to exchange (curve 1) and one-spin-flip processes (curve 2) as a function of the applied magnetic bias field.

At this point it can be understood that the electron-electron dipolar interaction gives the largest contribution to the dipolar decay rates. Decay due to the electron-nucleon interaction occurs, for example, via the $|6,5\rangle \rightarrow |6,4\rangle$ channel. However, the corresponding decay rates are smaller by a factor of $(\mu_n/\mu_e)^2 \approx 20 \times 10^{-6}$ and thus completely negligible. This also implies that a mixture of $|6\rangle$ and $|5\rangle$ atoms cannot achieve equilibrium in the spin degrees of freedom within the lifetime of the gas. This is completely analogous to the recent experiments with two condensates in different spin states performed by Myatt et al. [10].

Figure 2 shows that the lifetime of the gas is of the order of 1 s for a density $n_s \approx 10^{12} \text{ cm}^{-3}$ and a magnetic bias field of 5 T. Although this would provide ample time to perform an experiment, a much shorter lifetime may be adequate. For successful experiments we have to require not only that the time between thermalizing collisions is small compared to the lifetime of the gas, but also that the time scale for formation of the Cooper pairs obeys this condition. The latter is anticipated to be of $O(\hbar/k_B T_c)$ and therefore in our case much longer than the time between collisions. Nevertheless, for a density $n_s \approx 10^{12} \text{ cm}^{-3}$, we have that $T_c \approx 11 \text{ nK}$ and $\hbar/k_B T_c$ is only about 0.7 ms, whereas a bias field of 0.2 T gives a lifetime of about 1 ms [16].

In the next subsection we consider the microscopic theory that describes the Fermi gas in the normal and the superfluid state. We apply only the BCS theory here. The influence of fluctuations [8] will be addressed elsewhere.

**B. BCS transition**

For the homogeneous case, and taking only two-body interactions between atoms in different hyperfine states into account, the gas is described by the Hamiltonian [15]

$$H = \sum_{a=\uparrow,\downarrow} \int d\mathbf{x} \left[ -\frac{\hbar^2 \nabla^2}{2m} - \mu_a \right] \psi_a(\mathbf{x})$$
$$+ \frac{1}{2} \int d\mathbf{x} \int d\mathbf{x}' V_T(\mathbf{x} - \mathbf{x}')$$
$$\times \psi_\uparrow^\dagger(\mathbf{x}) \psi_\downarrow^\dagger(\mathbf{x}') \psi_\downarrow(\mathbf{x}') \psi_\uparrow(\mathbf{x}).$$

(8)

In this expression, $\uparrow$ and $\downarrow$ refer again to the two hyperfine states involved. The field operators $\psi_a(\mathbf{x})$ and $\psi_a^\dagger(\mathbf{x})$ obey the usual Fermi anticommutation relations and denote the annihilation and creation of a fermion at position $\mathbf{x}$ in hyperfine state $|a\rangle$ with chemical potential $\mu_a$. The interparticle potential can be approximated by a local potential $V_T(\mathbf{x} - \mathbf{x}')=V_0 \delta(\mathbf{x} - \mathbf{x}')$, where the constant $V_0$ is a measure of the strength of the interaction. We will return to the precise value of $V_0$ shortly, but it is in any case negative to account for the effectively attractive nature of the triplet interaction. The integration over $\mathbf{x}'$ in the Hamiltonian is then trivial. The next step in a mean-field treatment of the Hamiltonian in Eq. (8) is to develop the operator products $\psi_a^\dagger \psi_a$ and $\psi_a \psi_{-a}$ around their mean values by substituting

$$\psi_a^\dagger \psi_a = \langle \psi_a^\dagger \psi_a \rangle + \delta \psi_a^\dagger \psi_a$$
and
$$\psi_{-a} \psi_a = \langle \psi_{-a} \psi_a \rangle + \delta \psi_{-a} \psi_a.$$

a one-spin-flip ($1SF$) or $\Delta M_S=-2$ for a two-spin-flip ($2SF$) process. Therefore, the one- (two-) spin-flip dipolar interaction couples the incoming wave function with approximately $S=1, M_S=1$ to the final state having $S=1, M_S=0$ ($M_S=-1$). As a result, the outgoing wave function is in the state $|10; 11\rangle$ for one spin flip, and in the total spin state $|11; -11\rangle$ after the two-spin-flip interaction. The Clebsch-Gordan coefficients for each process are given by $\sqrt{3/10}$ and $\sqrt{3/5}$, i.e., the spin part of the transition matrix contributing to the decay rate is a factor of $\sqrt{2}$ larger for the two-spin-flip process than for the one-spin-flip process. Moreover, the energy released in a one-spin-flip process is only half of the energy released in a two-spin-flip process. Therefore, we find that $p_{1SF} = \sqrt{2} m \mu_e B$, whereas $p_{2SF} = \sqrt{4} m \mu_e B$. We thus arrive at the convenient relation that $G^{2SF}(B) = 2G^{1SF}(2B)$ and it suffices to calculate only the one-spin-flip decay rate.

Performing a similar calculation as in the case of the exchange decay rates, the one-spin-flip decay rate becomes

$$G^{1SF}(B) = 2 \pi^3 \hbar^2 m \sqrt{2 m \mu_e B} \left[ \frac{\mu_0 \mu_e^2}{4 \pi} \sqrt{\frac{4 \pi}{5}} \right]$$
$$\times \left( \frac{Y_{21}(r)}{r^3} \right) \left( \frac{\Psi_{001}^{(1)}(r)}{\Psi_{211}^{(1)}(r)} \right)^2$$
$$\times \langle 10; 11 | \Sigma_{211}^e \rangle | 11; 11 \rangle^2$$
$$= \frac{12}{10} \sqrt{2 m \mu_e B} \frac{m (\mu_0 \mu_e^2)^2}{\pi \hbar^4} (r_{20})^2,$$

(7)

where

$$(r_{20})^2 = \int_0^\infty dr \frac{\psi_{211}^*(r) \psi_{001}^{(1)}(r)}{r^3}.$$

is the radial electron-electron dipolar element. In Fig. 2 the one-spin-flip decay rate constant is shown as curve 2.
To first order in the fluctuations, we are left with the effective mean-field Hamiltonian

\[ H = \int dx \left\{ \sum_{\alpha = \uparrow, \downarrow} \psi_\alpha(x)^\dagger \left( \frac{-\hbar^2 \nabla^2}{2m} - \mu_\alpha \right) \psi_\alpha(x) + \Delta_0 \psi_\uparrow^\dagger(x) \psi_\downarrow^\dagger(x) + \Delta_0^* \psi_\downarrow(x) \psi_\uparrow(x) - \frac{|\Delta_0|^2}{V_0} - \frac{4\pi a \hbar^2}{m} n_{\uparrow} n_{\downarrow} \right\}, \]

where \( n_\alpha = \langle \psi_\alpha^\dagger(x) \psi_\alpha(x) \rangle \) is the equilibrium value of the density of atoms in state \( |\alpha\rangle \) and equivalently \( \Delta_0 = V_0 \langle \psi_\uparrow(x) \psi_\downarrow(x) \rangle \) is the equilibrium value of the BCS order parameter [16]. The chemical potential of each hyperfine state has now been renormalized to \( \mu_\alpha = \mu_\alpha - T^B n_{\alpha} \) to include, on the mean-field level, all two-body scattering processes with particles in state \( |-\alpha\rangle \). The factor \( T^B = 4\pi a \hbar^2 / m \) is the two-body scattering matrix and has been substituted for \( V_0 \) to incorporate correctly all two-body processes into the calculation. Note that the same substitution should not be performed in the expression for \( \Delta_0 \) because all two-body interactions are already going to be included by the BCS treatment as we will see below [14]. Due to the non-equilibrium in the spin degrees of freedom, both chemical potentials \( \mu_\uparrow \) and \( \mu_\downarrow \) need not be equal and therefore the densities of atoms in the respective hyperfine level can be varied independently.

Substituting for the operator \( \psi_\alpha^\dagger \) the expression

\[ \psi_\alpha(x) = \frac{1}{\sqrt{V}} \sum_k a_{k,\alpha}^\dagger e^{-ik \cdot x}, \]

where \( a_{k,\alpha}^\dagger \) creates one particle in spin state \( |\alpha\rangle \) with momentum \( \hbar k \), the Hamiltonian in Eq. (9) becomes

\[ H = \sum_k \left( a_{k,\uparrow}^\dagger a_{k,\downarrow} - \epsilon_k - \mu_\uparrow - \Delta_0 \right) \left( a_{k,\downarrow}^\dagger a_{k,\uparrow} - \epsilon_k + \mu_\downarrow - \Delta_0 \right) - \frac{4\pi a \hbar^2}{m} n_{\uparrow} n_{\downarrow} T^B, \]

where \( \epsilon_k = \hbar^2 k^2 / 2m \) is the free particle energy of a particle with momentum \( \hbar k \). The density of atoms in state \( |\alpha\rangle \) is determined by

\[ n_\alpha = \langle \psi_\alpha^\dagger \psi_\alpha \rangle = \frac{1}{V} \sum_k \langle a_{k,\alpha}^\dagger a_{k,\alpha} \rangle. \]

Since the effective mean-field Hamiltonian in terms of the operators \( a_{k,\alpha}^\dagger \) and \( a_{k,\alpha} \) is nondiagonal, one cannot directly calculate the expectation value \( \langle a_{k,\alpha}^\dagger a_{k,\alpha} \rangle \).

This is, as usual, resolved by first applying a Bogoliubov transformation according to [16]

\[ a_{k,\uparrow} = u_k b_{k,\uparrow} + v_k^* b_{k,\downarrow}^\dagger, \]

\[ a_{k,\downarrow}^\dagger = -v_k b_{k,\downarrow} + u_k^* b_{k,\uparrow}^\dagger \]

to diagonalize the Hamiltonian in Eq. (11). After performing this unitary transformation, we require that the Hamiltonian in terms of the new quasiparticle operators \( b_{k,\downarrow} \) and \( b_{k,\uparrow}^\dagger \) has only diagonal elements and furthermore that these operators again obey the usual anticommutation relations for annihilation and creation operators. This determines the values of the yet unknown and in principle complex constants \( u_k \) and \( v_k \). The latter constraint requires that the constants \( u_k \) and \( v_k \) must satisfy the relations \( |u_k|^2 + |v_k|^2 = 1 \) and the requirement of diagonality of the Hamiltonian after the transformation leads to the condition \( |u_k|^2 = |v_k|^2 = \xi_k / (\xi_k^2 + |\Delta_0|^2) \), introducing \( \xi_k = \epsilon_k - \epsilon_F \), i.e., the free particle energy relative to the average Fermi level \( \epsilon_F = (\mu_\uparrow + \mu_\downarrow) / 2 \).

The eigenvalues corresponding to the Bogoliubov quasiparticles are then given by

\[ \hbar \omega_{k,\alpha} = -m_\alpha \delta \epsilon_F + \sqrt{\xi_k^2 + |\Delta_0|^2}. \]

where \( m_\alpha = \pm 1/2 \) for \( \alpha = \uparrow, \downarrow \), respectively. Furthermore, \( \delta \epsilon_F = \mu_\uparrow - \mu_\downarrow \) is the difference in Fermi levels of the two hyperfine states. The dispersion relations of Eq. (14) are depicted in Fig. 3 for equal [Figs. 3(a) and 3(b)] and unequal densities [Figs. 3(c) and 3(d)] with both zero [Figs. 3(a) and 3(c)] and nonzero \( \Delta_0 \) [Figs. 3(b) and 3(d)], respectively [19].

Note that when the densities in both spin states are equal (corresponding to \( \delta \epsilon_F = 0 \)), the dispersion relation reduces to the usual Bogoliubov dispersion \( \hbar \omega_{k,\alpha} = \sqrt{\xi_k^2 + |\Delta_0|^2} \) describing particles above the Fermi level, i.e., \( \epsilon_k > \epsilon_F \), and holes (for which the dispersion is given by minus the particle dispersion) below \( \epsilon_F \). It is clear that the Bogoliubov transformation couples particles in state \( |\alpha\rangle \) with holes in state \( |-\alpha\rangle \) [see, for example, Fig. 3(d)] and that for unequal densities the dispersion relations are shifted with a constant \( \pm \delta \epsilon_F / 2 \) such that there appear two separate branches in the excitation spectrum of the Bogoliubov quasiparticles as shown in Figs. 3(c) and 3(d). For \( n_\downarrow > n_\uparrow \), the negative sign of \( \hbar \omega_{k,\downarrow} \) around the Fermi level \( \epsilon_F \) indicates that the energy states are partially filled with spin-down holes below \( \epsilon_F \) and with spin-up electrons in a small region above the Fermi level.\]
level. Therefore, the lower branch is gapless when $\Delta_0 < \delta \varepsilon_f / 2$, whereas the upper one always has a gap, even at $\Delta_0 = 0$. The case of unequal densities is thus analogous to a gapless superconductor.

By plugging the transformation Eq. (13) into Eq. (12), it is easily verified that the densities satisfy

\[ n_a = \frac{1}{V} \sum_{\mathbf{k}} \left\{ |u_{\mathbf{k}}|^2 N(\hbar \omega_{\mathbf{k},a}) + |v_{\mathbf{k}}|^2 [1 - N(\hbar \omega_{\mathbf{k},-a})] \right\}, \tag{15} \]

where $N(\hbar \omega_{\mathbf{k},a}) = 1/(\exp[\beta \hbar \omega_{\mathbf{k},a}] + 1) = \langle \hat{b}_{\mathbf{k},a}^\dagger \hat{b}_{\mathbf{k},a} \rangle$ is the Fermi distribution for the Bogoliubov quasiparticles and $\beta = 1/k_B T$. For fixed $n_a$, Eq. (15) determines the chemical potentials $\mu_a$ of the particles in state $|a\rangle$.

Subsequently, the equilibrium value of the BCS order parameter is calculated from $\Delta_0 = V_0 \langle \psi_\uparrow(x) \psi_\downarrow(x) \rangle$. Substituting Eqs. (10) and (13) for $\psi_{\uparrow,\downarrow}(x)$, this leads to the BCS "gap equation"

\[ \frac{1}{V} \sum_{\mathbf{k}} \frac{1 - N(\hbar \omega_{\mathbf{k},\uparrow}) - N(\hbar \omega_{\mathbf{k},\downarrow})}{2 \sqrt{\xi_k^2 + |\Delta_0|^2}} = - \frac{1}{V_0}. \tag{16} \]

This equation has an ultraviolet divergence as a consequence of the fact that we made the assumption that the interparticle interaction is local, i.e., momentum independent. However, from the Lippmann-Schwinger equation for the two-body scattering matrix [20]

\[ \frac{1}{T^{2B}} = \frac{1}{V_0} + \frac{1}{V} \sum_{\mathbf{k}} \frac{1}{2 \xi_k}, \tag{17} \]

we find that this divergence is canceled by a renormalization of $1/V_0$ to $1/T^{2B}$ [17] and the gap equation becomes

\[ \frac{1}{V} \sum_{\mathbf{k}} \frac{1 - N(\hbar \omega_{\mathbf{k},\uparrow}) - N(\hbar \omega_{\mathbf{k},\downarrow})}{2 \sqrt{\xi_k^2 + |\Delta_0|^2}} = - \frac{1}{T^{2B}}. \tag{18} \]

Eliminating from this equation both chemical potentials $\mu_a$ by means of Eq. (15) and equating $\Delta_0$ to zero, one finds the critical temperature $T_c$ as a function of both hyperfine densities in the gas. If the hyperfine densities are taken to be equal, the critical temperature can be calculated analytically [21], resulting in

\[ T_c = \frac{8 \varepsilon_F}{k_B \pi} \gamma \exp \left\{ - \frac{\pi}{2k_F |a|} \right\}, \tag{19} \]

where $\gamma = 0.5772$ is Euler's constant and $k_F = \sqrt{2m \varepsilon_F / \hbar}$ is again the wave vector corresponding to the Fermi energy $\varepsilon_F$. Including fluctuations changes only the prefactor of Eq. (19) [8]. Although this is expected to lower the critical temperature somewhat, the exponential dependence of $T_c$ on the scattering length is most important for our purposes. Since taking fluctuations into account self-consistently is rather difficult, in particular in the inhomogeneous case, we will return to the effect of fluctuations on the transition to a superfluid state elsewhere and consider here only the mean-field theory, which is also known as the many-body $T$-matrix theory.

As mentioned previously, the densities of particles, and hence the chemical potentials, need not be equal in both spin states. In Fig. 4 we plot several contour plots of the critical temperature for the homogeneous gas in the $n_{\uparrow}-n_{\downarrow}$ plane. As can be seen from this figure, the most favorable situation is that, given a certain total density of atoms, both hyperfine states are equally occupied because this gives rise to the highest critical temperature. When the two hyperfine states are not equally occupied, it can be shown that there is a nonzero critical temperature only when the spin "polarization" $|n_{\uparrow} - n_{\downarrow}|/(n_{\uparrow} + n_{\downarrow}) < 3k_B T_c / 2 \varepsilon_F$. Also, for fixed average Fermi level $\varepsilon_F$ and increasing difference $\delta \varepsilon_F$, the critical temperature decreases and there is no transition at all when $\delta \varepsilon_F = k_B T_c / 2$. For $T_c(0)$ the critical temperature when $\delta \varepsilon_F = 0$ [4]. This behavior is similar to what occurs in superconductors placed in a magnetic field and can be understood physically from the fact that the formation of Cooper pairs spreads the occupation of energy levels only over an energy interval of order $\Delta_0 \approx k_B T_c$ around the respective Fermi levels $\mu_{\uparrow}$ and $\mu_{\downarrow}$. Moreover, pairing between atoms at the average Fermi energy can only take place if there exists an overlap between the Fermi distributions of the two spin states in this region of momentum space. This indeed shows that $\delta \varepsilon_F$ must be smaller than about $k_B T_c(0)$.

The dashed line in Fig. 4 is the spinodal line, above which the gas becomes mechanically unstable. We will return to this issue in the next subsection.

C. Mechanical stability of a two-component Fermi gas

As already pointed out in Ref. [4], an important requirement for a BCS transition to occur is that the system is mechanically stable against density fluctuations. The negative $s$-wave scattering length induces an effectively attractive interatomic potential, so if the density of particles becomes too large, the system can collapse to a fluid or solid state before the system becomes superfluid in the (metastable) gaseous phase. In general, for mechanical stability of the gas at the critical temperature, we must require that the velocities of the two sound modes in the normal state of the gas are
real. These velocities can be calculated from the free-energy density $f$ of the gas. Since the temperatures of interest are so low that $k_B T \ll \varepsilon_F$, we can consider the zero-temperature limit, in which the free-energy density amounts to the average energy density $f = \langle E \rangle / V$. We thus have

$$f = f_0 + f_{\text{int}} = \frac{3}{10} \left( 6 \pi^2 \right)^{2/3} \left( n_1^{5/3} + n_1^{-2/3} \right) \frac{\hbar^2}{m} + n_1 n_1 T^{2/3},$$

(20)

where $f_0$ is the ideal gas free-energy density of the particles in each hyperfine state at $T=0$ and $f_{\text{int}}$ is the free-energy density that arises due to interactions between particles in both spin states. The corresponding sound velocities squared are determined by the eigenvalues of the matrix

$$\left( \begin{array}{cc} \frac{\partial^2 f}{\partial n_1 \partial n_1} & \frac{\partial^2 f}{\partial n_1 \partial n_2} \\ \frac{\partial^2 f}{\partial n_2 \partial n_1} & \frac{\partial^2 f}{\partial n_2 \partial n_2} \end{array} \right),$$

leading to the condition that $n_1 n_2 \delta \leqslant (\pi/48)^2$. The line in the $n_1-n_2$ plane, where the equality holds, is called the spinodal line, and for the homogeneous $^6$Li gas it is plotted as the dashed line in Fig. 4.

Notice, however, that a spin-polarized Fermi gas becomes unstable at densities above the spinodal line, irrespective of the sign of the scattering length $a$. Therefore, the question arise as to what exactly happens at densities above the spinodal line and whether there is a difference in the behavior for positive or negative $s$-wave scattering length. First of all, notice that the matrix $\partial^2 f / \partial n_\alpha \partial n_\beta$ has an eigenvalue $\lambda = 0$ at the spinodal point. The corresponding eigenvector $\mathbf{e}_0$ points in the unstable direction of the phase space. For equal densities of the two hyperfine states, it is straightforward to calculate that $\mathbf{e}_0 = 1/\sqrt{2} (1, 1, 1)$, where the upper and lower signs refer to positive and negative scattering lengths $a$, respectively. We therefore conclude that for a negative $s$-wave scattering length, the gas collapses to a dense phase (probably a solid), whereas for positive $a$ it phase separates into two dilute gaseous phases with opposite “magnetization.” Since the second situation might be of interest for future experiments with other fermionic atoms than $^6$Li, we consider now for a moment also the $a > 0$ case.

1. The $a > 0$ case

To analyze the stability at positive $a$, we notice that the pressure of the gas at zero temperature is given by $p = -\partial(E)/\partial V$. We thus find that

$$p = p_0 + p_{\text{int}} = \frac{1}{5} \left( 6 \pi^2 \right)^{2/3} \left( n_1^{5/3} + n_1^{-2/3} \right) \frac{\hbar^2}{m} + n_1 n_1 T^{2/3}.$$

(21)

Introducing for future convenience dimensionless variables according to $x = n_1 a^3$, $y = n_2 a^3$, $M_{\uparrow \downarrow} = (2ma^2/\hbar^2) \mu_{\uparrow \downarrow}$, $P = a^3 (2ma^2/\hbar^2) p$, and $F = a^3 (2ma^2/\hbar^2) f$, it follows from Eqs. (21) and (20) that

$$P(x, y) = \frac{2}{5} \left( 6 \pi^2 \right)^{2/3} (x^{5/3} + y^{5/3}) + 8 \pi xy,$$

(22)

$$F(x, y) = \frac{3}{5} \left( 6 \pi^2 \right)^{2/3} (x^{5/3} + y^{5/3}) + 8 \pi xy,$$

(23)

$$M_{\uparrow} (x, y) = (6 \pi^2)^{2/3} x^{2/3} + 8 \pi y,$$

(24)

$$M_{\downarrow} (x, y) = (6 \pi^2)^{2/3} y^{2/3} + 8 \pi x,$$

(25)

where we used that $\mu_{\uparrow \downarrow} = \partial f / \partial n_{\uparrow \downarrow}$. Notice that these equations are symmetric under the exchange of the variables $x$ and $y$ or rather the indices $\uparrow$ and $\downarrow$.

The condition that must be fulfilled for a phase separation is that an unstable phase $U$ separates into two distinct phases $S_1$ and $S_2$ in the stable region of the phase space in such a way that both the pressure and the chemical potential in the two stable phases are equal. Since in our case we are dealing with a gas consisting of two constituents, we require that both chemical potentials $\mu_1$ and $\mu_2$ must be equal in the two stable phases; otherwise particles would still prefer one phase above the other and there would be no equilibrium. A third condition that must hold is that the total number of particles in each spin state must be conserved. In Fig. 5 we show the spinodal line in terms of the dimensionless variables $x, y$, i.e., $xy = (\pi/48)^2$. Furthermore, we plotted an unstable point $U$, which separates into points $S_1 = (x_1, y_1)$ and $S_2 = (x_2, y_2)$ in the stable regime of phase space. Next we will deduce the exact position of these points $S_1$ and $S_2$ from the above-mentioned conditions on the phase separation.

From the condition on the pressure and the symmetry of Eq. (22) it follows that $P_{S_1} = P((x_1, y_1)) = P_{S_2} = P((x_2, y_2))$ is satisfied if $x_1 = y_2$ and $x_2 = y_1$. In other words, the separation points $S_1$ and $S_2$ lie symmetric in the $n_1-n_2$ plane. The condition on the chemical potentials, i.e., $M_{\uparrow \downarrow} (x_1, y_1) = M_{\uparrow \downarrow} (x_2, y_2)$, now determines the exact position of the points $S_1 = (x_1, y_1)$ and $S_2 = (x_2, y_2)$. From the symmetry of
Eqs. (24) and (25) we see that \( M_i(x_1,y_1) = M_i(y_1,x_1) = M_i(x_2,y_2), \) so \( M_i(x_1,y_1) = M_i(x_2,y_2) \) in each individual separation point \( S_i, i = 1, 2. \) This shows that, in practice, we are looking for intersections of the curves \( M_i(x,y) = M_i(x,y) = M. \) Again from symmetry, it is immediately clear that there is always a point of intersection of the two curves somewhere on the line \( x = y, \) but for certain values of \( M \) there can be two additional points of intersection, which are plotted as the dashed line in Fig. 5. This line is the phase-separation line. As we will prove later on, it coincides with the spinodal line at \( x = y = \pi/48 \) and lies below the spinodal line, in the stable region of phase space, elsewhere.

The third condition requiring conservation of the total number of particles in each spin state determines the volume fractions \( V_1/V \) and \( V_2/V \) of the two phases. For an unstable homogeneous system of volume \( V \) and with \( N_i = n_i^U V \) and \( N_i = n_i^D V \) particles in the two hyperfine states, we have that after the phase separation

\[
N_i = n_i^U V_1 + n_i^D V_2, \\
N_i = n_i^U V_1 + n_i^D V_2.
\]

Of course, the total density is also constant so we have \( n_{\text{total}} = n_i^U V + n_i^D V = n_i^U V + n_i^D V = n_i^D V + n_i^D V, \) which means that the points \( U, S_1, \) and \( S_2 \) must lie on a straight line given by

\[
n_1 + n_1 = n_{\text{total}}, \quad \text{as indicated for the points } U, S_1, \text{ and } S_2 \text{ by the dotted line in Fig. 5. Defining } \beta^U = n_i^U/n_{\text{total}}, \quad \beta^S = n_i^S/n_{\text{total}}, \text{ and } \eta = (\beta^U - \beta^S)/(1 - 2 \beta^S), \text{ we find after a little algebra that } V_1 = \eta V \text{ and } V_2 = (1 - \eta) V. \]

So the phase separation is such that for arbitrary position of the point \( U \) on the unstable part of the dotted line in Fig. 5 the system separates into the same two stable points \( S_1 \) and \( S_2; \) the exact position of \( U \) determines only the volume fractions of the stable phases. The phase points \( S_1 \) and \( S_2 \) have the same total density but differ in “spin magnetization” by an amount \( |n_i^S - n_i^D| \). Therefore, the phase separation corresponds to a spin decomposition that is driven by the fact that at sufficiently high densities the loss in interaction energy between the two species compensates for the gain in kinetic energy due to the Pauli exclusion principle.

To gain even more understanding in this phase separation and to distinguish later on the situation with negative \( a \) from the case with positive \( a, \) we consider the dimensionless free energy in Eq. (23) more closely. It is clear from Fig. 5 that the phase separation takes place on lines \( x = y = \text{const}. \) Therefore, we introduce new variables \( n \) and \( z \) such that

\[
x = n - z, \\
y = n + z,
\]

i.e., the \( x \) axis lies along the line \( x = y \) in Fig. 5 and the \( z \) axis lies along the line \( y = -x. \) Lines of constant \( x + y \) therefore have a constant \( n \) (density) and run parallel to the \( z \) axis. The dimensionless free energy \( F(x,y) \) in terms of these new variables now becomes

\[
F(n,z) = \frac{3}{5} (6 \pi^2)^{3/2} [(n-z)^{3/2} + (n+z)^{3/2}] + 8 \pi(n^2 - z^2).
\]

(26)

Note that, since the original variables \( x \) and \( y \) must be positive, also \( n \geq 0, \) and for given \( n, \) we have \( -n \leq z \leq +n. \) Taking the derivative of \( F(n,z) \) with respect to \( z \) at constant \( n, \) it is found that

\[
\frac{\partial F}{\partial z} = (6 \pi^2)^{3/2} [-(n-z)^{2/3} + (n+z)^{2/3}] - 16 \pi z,
\]

which is zero at \( z = 0 \) for all values of \( n. \) Hence there is always an extremum in the free energy \( F(n,z) \) at the line \( z = 0. \) To see whether this is a minimum or a maximum, we have to analyze the second derivative

\[
\frac{\partial^2 F}{\partial z^2} \bigg|_{z=0} = \frac{2}{3} (6 \pi^2)^{3/2} \left( \frac{2}{n^{1/3}} \right) - 16 \pi,
\]

which is positive for \( n < n_{sp} = \pi/48, \) zero at \( n = n_{sp}, \) and negative for \( n > n_{sp}. \) So the minimum in the free energy \( F(n,z) \) at constant \( n \) and \( z = 0 \) changes into a maximum at \( n = n_{sp}, \) which exactly coincides with the spinodal point at \( x = y. \) This behavior is shown in Fig. 6, where we plot \( F(n,z) \) for (a) \( n < n_{sp}, \) (b) \( n = n_{sp}, \) and (c) \( n > n_{sp}, \) as a function of \( z. \)

From Fig. 6 we see that the maximum at \( z = 0 \) for fixed \( n > n_{sp} \) is flanked by two minima in the free energy, which move outward in the \( z \) axis for increasing \( n. \) Moreover, for \( n = n_c = 9 \pi/256 \) the minima just appear at \( z = \pm n, \) i.e., at the \( y \) axis in \( y = 9 \pi/128 \) and at the \( x \) axis in \( x = 9 \pi/128, \) respectively, in the original dimensionless density variables \( x \) and \( y. \) The important point is now that these two minima in the free energy \( F(n,z) \) for fixed \( n \) are, after transforming back to \( x-y \) coordinates, precisely the stable separation points \( S_1 \) and \( S_2. \) Because of symmetry, they obey all conditions that we imposed on them. Furthermore, we notice that for \( n > n_c, \) or total density \( n_{\text{total}} > 9 \pi/128 a^3, \) the spin separation is complete, i.e., one part of the volume is occupied with atoms only in the hyperfine level \( |1 \rangle; \) the rest of the volume contains atoms only in state \( |1 \rangle. \) The densities of both phases is in this case evidently \( n_i^{S_1} = n_i^{S_2} = n_{\text{total}}/2. \)

2. The \( a < 0 \) case

We now consider the case where the scattering length \( a < 0, \) as is the case for the \(^6\)Li system. Introducing again dimensionless variables according to \( x = n_1 |a|^3 \) and \( y = n_1 |a|^3 \) and after the substitutions \( x = n - z \) and \( y = n + z, \) respectively, the dimensionless free energy is readily seen to be

\[
F(n,z) = \frac{3}{5} (6 \pi^2)^{3/2} [(n-z)^{3/2} + (n+z)^{3/2}] - 8 \pi(n^2 - z^2).
\]

(27)

The first derivative of \( F \) in the \( z \) direction is given by

\[
\frac{\partial F}{\partial z} = (6 \pi^2)^{3/2} [-(n-z)^{2/3} + (n+z)^{2/3}] + 16 \pi z,
\]


which is always zero at \( z = 0 \). The second derivative with respect to the variable \( z \) at \( z = 0 \) is given by

\[
\frac{\partial^2 F}{\partial z^2} = \frac{2}{3} (6 \pi^2)^{2/3} \left[ \frac{2}{n^{1/3}} \right] + 16 \pi,
\]

which is for all allowed values of \( n \) larger than zero. Therefore we conclude that there indeed can be no phase separation in the \( z \) direction along the lines \( n = \text{const} \) as was the case for positive \( a \).

Instead, the phase separation in the unstable region of phase space above the spinodal line takes place in the \( n \) direction. This can be shown by considering the second derivative of \( F \) with respect to \( n \), i.e.,

\[
\frac{\partial^2 F}{\partial n^2} = \frac{2}{3} (6 \pi^2)^{2/3} \left[ \frac{1}{(n-z)^{1/3}} + \frac{1}{(n+z)^{1/3}} \right] - 16 \pi,
\]

which at \( z = 0 \) or \( x = y \) becomes zero exactly at \( n = n_{sp} = \pi/48 \). The fact that the second derivative of the free energy is zero at some point signals an instability in that direction (in the \( a > 0 \) case, the second derivative of \( F \) with respect to \( z \) just became zero at \( n = n_{sp} \)). So we find that in the case of negative scattering length, the unstable point \( U \) in phase space will separate into a phase \( S_1 \) with lower total particle density and a phase \( S_2 \) with higher total particle density or, in other words, to a gaseous and a dense (solid) state. However, we do not have an appropriate theory that can also describe the dense phase. Therefore, we do not consider this kind of phase separation, which is very common in gases and liquids, further here.

### III. INHOMOGENEOUS FERMI GAS

#### A. Local-density approximation

Until now we considered only a homogeneous gas of spin-polarized atomic \(^6\text{Li}\). In reality, however, experiments with ultracold atomic gases are performed by trapping and evaporatively cooling the gas in an external potential that generally can be modeled by an isotropic harmonic oscillator \( V(r) = \frac{1}{2} m \omega^2 r^2 \), where \( \omega \) is the trapping frequency. An exact calculation of the (inhomogeneous) density of the gas by calculating all eigenstates of the trapping potential is very elaborate but has nevertheless been performed for the bosonic isotopes \(^7\text{Li} \) [22,23] and \(^87\text{Rb} \) [24]. Fortunately, in the fermionic system it is a good approximation to make use of the local-density approximation, which treats the system as being locally homogeneous. This requires in the first place that the correlation length \( \xi = O(1/k_F) \) is much shorter than the length scale \( l = \sqrt{\hbar/m \omega} \) over which the densities change. This condition is equal to the condition that the level spacing \( \hbar \omega \) of the trapping potential is much smaller than the Fermi energy.

Second, below the critical temperature, the size of the Cooper pairs must be smaller than \( l \) or the trapping potential would influence the wave function of the Cooper pairs. This size is essentially temperature independent and of \( O(\hbar v_F/\pi \Delta_0(0)) \), where \( \Delta_0(0) \) is the zero-temperature value of the BCS order parameter and \( v_F = \hbar k_F/m \) the Fermi velocity corresponding to \( E_F \). Of course, the local-density approximation always breaks down at the edge of the gas cloud where the density vanishes and the effective Fermi energy becomes zero, and also at the critical temperature where the correlation length \( \xi \) diverges. So at a nonzero temperature below \( T_c \) there are two spatial regions where the local-density approximation is not valid, i.e., around the position where the local BCS order parameter vanishes and around the position where the local Fermi energy vanishes. However, these regions are so small that we do not expect any important changes in the functional behavior of physical properties at the crossover from outside to inside these regions. As a result, we believe that it is rather accurate to apply the local density approximation to calculate \( T_c \) [25,26].
where $D$ is the center of the magnetic trap, where the density of the gas is $N$ particles present in both spin states. The dashed line represents the critical temperature for a gas whose density distribution is not altered by mean-field interactions.

In this approximation, the densities $n_\uparrow$ and $n_\downarrow$ of the two hyperfine states together with the gap $\Delta_0$ can still be calculated by means of the equations derived in Sec. II B, with the understanding that now the effective chemical potentials, and consequently the densities and $\Delta_0$, are spatially dependent through

$$\mu'_\alpha(r) = \mu_\alpha - V(r) - n_{-\alpha}(r)T^{2B},$$  

(28)

where $\mu_\alpha$ is the overall (constant) bare chemical potential of atoms in hyperfine state $|\alpha\rangle$. So, given $T$, $\mu_\uparrow$, and $\mu_\downarrow$ [or equivalently $T$, $N_\uparrow = \int dr n_\uparrow(r)$, and $N_\downarrow = \int dr n_\downarrow(r)$], one can determine the values of $n_\uparrow(r)$, $n_\downarrow(r)$, and $\Delta_0(r)$ self-consistently for every position $r$ in space, as if the system were homogeneous. This procedure will be used in the next subsection to calculate the critical temperature of the spin-polarized gas as a function of the number of particles in the trap.

### B. Critical temperature

The critical temperature $T_c$ of the gas is such that at the center of the magnetic trap, where the density of the gas is highest, the energy gap $\Delta_0(0)$ just becomes nonzero for a given number of particles $N_\uparrow$ and $N_\downarrow$. First we will consider the case where $N_\uparrow = N_\downarrow = N$. In Fig. 7 the solid line shows the result of our calculation. The dashed line in this figure gives the critical temperature for the Fermi gas if one does not include the effects of the mean-field interaction in Eq. (28). In this approximation, the number of particles in each hyperfine state is, with a high degree of accuracy, given by the zero-temperature results $N|\uparrow\rangle = (\mu_\uparrow|T/\hbar\omega)^{1/2}$ and the density in the center of the trap is $n_{\uparrow}(0) = (2m\mu_\uparrow/\hbar^2)^{3/2}/6\pi^2$, which is considerably smaller than in case that the mean-field interaction is taken into account. As a result, the critical temperature obtained in this manner is substantially lower for an equal number of particles. From an experimental point of view, it is therefore important to include interactions to obtain a reliable estimate for the critical temperature as a function of the number of trapped particles.

We found that, as is also the case for a Bose gas in a harmonic trap [24], the critical temperature, or rather the dimensionless parameter $a/\lambda T_c$, is a universal function of $N^{1/6}a/l$, with the thermal de Broglie wavelength $\lambda_T = (2\pi\hbar^2/mk_B T)^{1/2}$. The solid line in Fig. 7 can be fitted numerically very well with the expression

$$\left(\frac{a}{\lambda T_c}\right)^2 = 0.037\exp\left\{-1.214\frac{l}{l^*}N^{-1/6} + 2.990\frac{|a|}{l^*}N^{1/6}\right\}$$

for the whole range of parameters shown in Fig. 7.

The fact that the critical temperature is a universal function of the parameter $N^{1/6}a/l$ can be understood easily by rewriting the gap equation (18) at the critical temperature in the form

$$\frac{\sqrt{\pi} \lambda T_c}{4} = \int_0^\infty dx \sqrt{x}$$

$$N(-\delta e_F + |x|\beta - e_F) + N(\delta e_F + |x|\beta - e_F))$$

$$2|x - \beta e_F|,$$

where $N(x) = 1/(\exp[\beta x] + 1)$ is the Fermi distribution. This shows that, at the critical temperature, $a/\lambda T_c$ is a function of $\delta e_F/k_B T_c$ and $e_F/k_B T_c$ only. Equivalently, from the density for each spin state given in Eq. (15) and the fact that at the critical temperature the densities in the center of the trap $n_\uparrow(0)$ are critical, we find that

$$n_\uparrow(0) \lambda_{T_c}^3 = F_a\left[\frac{\delta e_F}{k_B T_c}, \frac{e_F}{k_B T_c}\right].$$

So the central density of each spin state times the thermal de Broglie wavelength is also a function of the dimensionless parameters $\delta e_F/k_B T_c$ and $e_F/k_B T_c$. Combining these two equations, it follows that $a/\lambda T_c$ is directly related to the densities in the center of the trap, i.e.,

$$\frac{a}{\lambda T_c} = F[n_{\uparrow}(0)\lambda_{T_c}^3, n_{\downarrow}(0)\lambda_{T_c}^3].$$

(29)

To prove now that $a/\lambda T_c$ is a function of $N^{1/6}a/l$, it should be noticed that in general in the local-density approximation for $T\approx T_c$

$$n_\uparrow(0) \lambda_{T_c}^3 = f_{3/2}(\exp[\beta(\mu_\uparrow - n_{\uparrow}(0)T^{2B} - V(r))$$

(30)

where $f_{3/2}(z)$ is the Fermi function originating from integration over momenta and analogous to the Bose function $g_{3/2}(z)$. Applying this equation at $r = 0$ and $T = T_c$, we find that both chemical potentials are functions of $a/\lambda T_c$ and the central densities of both hyperfine states and obey

$$\mu_\uparrow/k_B T_c = F_a'\left[\frac{a}{\lambda T_c}, n_{\uparrow}(0)\lambda_{T_c}^3, n_{\downarrow}(0)\lambda_{T_c}^3\right].$$

(31)

For a general value of $r$, but still at $T = T_c$, we can apply the substitution

$$y = \sqrt{\frac{m\alpha^2}{2k_B T_c}}r.$$
in Eq. (30), from which it follows immediately that for each hyperfine state

\[ n_a(r) \lambda_T^3 = F_m^{\alpha} \frac{a}{\lambda_T} n(0) \lambda_T^3, n(0) \lambda_T^3, y^2 \].

To find the total number of particles in each hyperfine level, we then integrate this result over the spatial extent of the gas cloud, resulting in

\[ N_a = 4\pi \int_0^\infty dr r^2 n_a(r) = 4\pi \left( \frac{2k_B T}{ma^2} \right)^{3/2} \]

\[ \times \int dy \left[ y^2 F_m^{\alpha} \left( a / \lambda_T, n(0) \lambda_T^3, n(0) \lambda_T^3, y^2 \right) \right] \]

\[ = \left( \frac{l}{\lambda_T} \right)^6 F_m^{\alpha} \left( a / \lambda_T, n(0) \lambda_T^3, n(0) \lambda_T^3 \right). \]  

Multiplying Eq. (32) on both sides by \((a/\lambda_T)^6\) and using the result of Eq. (29), it is proved that at the critical temperature

\[ \frac{a}{\lambda_T} = F \left[ N^{16/\alpha} \frac{a}{T}, N^{16/\alpha} \frac{a}{T} \right], \]  

so that, when \(\mu_\alpha = \mu_\alpha\), the dimensionless parameter \(a/\lambda_T\) is a universal function of \(N^{16/\alpha}/\alpha\).

The spinodal point in this case is given by \(N^{16/\alpha} = 0.66\) and is not included in Fig. 7 because for \(^6\)Li trapped in a harmonic potential with frequency \(\nu = \omega/2\pi = 144\ \text{Hz}\), \(h \omega/k_B = 6.9\ \text{nK}\), corresponding to the present experimental conditions of the experiment of Bradley et al. [2], spinodal decomposition only occurs with as many as \(5.8 \times 10^7\) particles.

For an unequal number of particles in each hyperfine state, we find a universal surface for \(a/\lambda_T\) as a function of

\[ \frac{\bar{N}_5}{\bar{N}_1} \]  

\[ \text{FIG. 8. Critical temperature as a function of the number of } ^6\text{Li atoms in each hyperfine state. Curves 1–3 give the combinations (} \bar{N}_5, \bar{N}_1 \text{) corresponding to (1) } T = 3 \text{ nK, (2) } T = 11 \text{ nK, and (3) } T = 37 \text{ nK. For equal number of particles in each hyperfine state, the density of particles in the center of the trap corresponds to (1) } n_{1,1}(0) = 5 \times 10^{15} \text{ cm}^{-3}, (2) 1 \times 10^{16} \text{ cm}^{-3}, \text{ and (3) } 2 \times 10^{17} \text{ cm}^{-3}, \text{ respectively.} \]

\[ \text{FIG. 9. Density distribution } n_5(r) = n_1(r) \text{ and energy gap } \Delta_0(r) \text{ for a } ^6\text{Li atomic gas consisting of } 2.865 \times 10^5 \text{ atoms at each spin state at (a) } T = 15 \text{ nK, (b) } T = 33 \text{ nK, slightly below } T_c, \text{ and (c) at } T = T_c = 37 \text{ nK. The left scale of each plot refers to the density and the right scale to the energy gap. The open circles in (b) represent Eq. (34) and the dotted line in (c) shows the density distribution for a gas with the same number of particles and at the same temperature, but with } a = 0. \]

\[ N^{16/\alpha} \text{ and } N^{16/\alpha}, \]  

as Eq. (33) shows. However, since we are in this paper mainly interested in trapping \(^6\)Li atoms, we will calculate several contours of the critical temperature of such a gas trapped in an isotropic harmonic oscillator with \(\nu = 144\ \text{Hz}\). The results are plotted in Fig. 8. Again we see that given the total number of particles in the gas, the most favorable situation is the one with equal numbers of particles in each hyperfine state.

An important experimental question is how we could observe whether or not the gas is superfluid at a certain temperature. An immediate possibility that, in view of the results with the BEC experiments, comes to mind is to consider whether there is a change in the density profile at the critical temperature. In the next subsection we will therefore concentrate on the superfluid state of the gas and determine the density profiles and in addition the spatial dependence of the energy gap \(\Delta_0(r)\).

C. Superfluid state

In Fig. 9 the density profile \(n_5(r) = n_1(r)\) and the energy gap \(\Delta_0(r)\) are plotted for several temperatures below and at the critical temperature for a gas with \(N_5 = N_1 = 2.865 \times 10^5\) particles in both hyperfine states. The dotted line in Fig. 9(c) shows the density distribution for a gas with the same number of particles, but with \(a = 0\) instead of \(a = -2160\alpha_0\). It is clearly visible that the effect of the interaction on the density
is rather large. Indeed, because of the attractive interactions, the particles are pulled to the center of the trap and the density is there considerably increased, which is good from an experimental point of view because it significantly increases visibility fluctuations in the system. Considering only the optimal situation of an equal number of particles the density of the gas going from the normal to the superfluid phase. This also leads, as will be explained in more detail below, to the conclusion that a measurement of collective excitations will not give a good signature for the presence of a superfluid state [27]. A second observation is that from the BCS theory in superconductors [16], it is known that the order parameter $\Delta_0$ close to the critical temperature vanishes as

$$\Delta_0(T) = 1.74\Delta_0(0) \sqrt{1 - T/T_c},$$

where $\Delta_0(0)$ is the zero-temperature value of $\Delta_0$, which in turn is related to the critical temperature as

$$\Delta_0(0) = 1.76k_B T_c.$$  

For Fig. 9(a) it follows from Eq. (19) that the critical temperature corresponding to the density of the gas in the center of the trap is much larger than the temperature ($T = 15$ nK) itself. Hence the value of the order parameter approaches the zero-temperature limit in this case. Using that $T_c[n(0)] = 37$ nK, one finds from Eq. (35) that $\Delta_0(0)/k_B = 65.1$ nK. Comparing this with $\Delta_0(r=0)/k_B = 65.0$ nK, we find that there is indeed rather good agreement. Also, since the temperature in Fig. 9(b) is only slightly below the critical temperature, we can compare relation (34) with the values of $\Delta_0(r)$ in this figure. At each spatial position where $\Delta_0(r) > 0$, we can, from the local value of the Fermi energy $\epsilon_F(r)$, extract the local critical temperature $T_c(r)$ from Eq. (19) and use Eq. (35) to compare $\Delta_0(T_c(r))/k_B = 3.06T_c(r)\sqrt{1-T/T_c(r)}$ [open circles in Fig. 9(b)] with $\Delta_0(r)$. Again, the agreement is very good.

Finally, we want to check that our local-density approximation is indeed valid under the conditions of interest. From Fig. 9 one finds that at $r = 0$, the value of $1/k_F = 0.06$ and, for example, at $r = 0.05$ mm, we find $1/k_F = 0.64$. Furthermore, from the zero-temperature value of $\Delta_0$ in Eq. (35) we find that the size of the Cooper pairs relative to the trapping parameter $l$ is about 0.58, so the local-density approximation starts to break down if we are far below the critical temperature. In that case a more accurate approach is required, at least for the relatively large trapping frequencies used here.

**IV. DISCUSSION AND CONCLUSION**

As mentioned above, an important experimental problem is the detection of the superfluid state. In contrast to the Bose-Einstein condensation experiments, there is no clear signature in the density distribution when the gas becomes superfluid, as shown in Sec. III C. Therefore, a measurement of the collective excitations, or density fluctuations, will not provide useful information on the presence of the superfluid phase as well. This can also be understood from the dissipationless (linear) hydrodynamic equations governing the density fluctuations in the system. Considering only the optimal situation of an equal number of particles $N_\uparrow = N_\downarrow$, these equations are given, for a gas trapped in an external potential $V(r)$, by

$$\frac{\partial n}{\partial t} + \nabla \cdot \mathbf{j}^n = 0,$$  

$$\frac{\partial \mathbf{j}^p}{\partial t} + \frac{1}{m} \left[ \nabla p + n \nabla V(r) \right] = 0,$$  

$$\frac{\partial \epsilon}{\partial t} + \nabla \cdot \mathbf{j}^\epsilon = 0,$$  

$$\frac{\partial \mathbf{v}}{\partial t} + \frac{1}{m} \nabla \mu = 0,$$
where \( n = n_n + n_s \) is the total density that consists of a normal and superfluid part. \( \mathbf{j}^p = n_n \mathbf{v}_n + n_s \mathbf{v}_s \) is the density current with \( \mathbf{v}_s(\mathbf{r}_n) \) the superfluid (normal) velocity, \( \varepsilon \) is the average energy density, \( \mathbf{j} = \mu \mathbf{j}^p + T \mathbf{v}_n \) is the energy current, and \( s \) is the entropy density [28,26]. Note that the same equations in fact also describe the collective modes of a trapped Bose-condensed gas [29,30].

To show that these hydrodynamic equations result in identical equations for the collective excitations in the normal and the superfluid phase, we first of all note that for the densities of interest the gas will be in the hydrodynamic limit, meaning that the time scales for the density fluctuations (which are of the order of the inverse trapping frequency) are much slower than the time between elastic collisions. In this hydrodynamic regime, density fluctuations and temperature fluctuations influence each other with a coupling proportional to \( c_V c_p \), where \( c_V(c_p) \) is the heat capacity per particle at constant volume (pressure). However, for the very low temperatures of interest, one can assume that the heat capacities of the gas satisfy \( c_V \approx c_p \). Indeed, for a homogeneous Fermi gas, one finds in the limit \( T \rightarrow 0 \) that \( (c_p - c_V)/C_v = O((k_B T/\varepsilon_F)^2) \) and is thus very small. As a result, the density and temperature fluctuations are effectively uncoupled [27]. As a consequence, Eq. (36c), describing second sound, decouples from the other three equations and it suffices to consider only density fluctuations \( \mathbf{n} = n_n + \delta n, n_s \). Note also that if we have an unequal number of particles, i.e., \( N \neq N_s \), the density fluctuations are coupled to fluctuations in the magnetization \( n_\uparrow - n_\downarrow \) and we need to generalize these equations. For equal number of particles these “spin waves” decouple, however, as we have seen in Sec. II C.

In the normal phase, the Josephson relation Eq. (36d) must be dropped. Linearizing Eq. (36b), which is in fact just Newton’s law, we arrive at

\[
n_0(\mathbf{r}) \frac{\partial \mathbf{v}(\mathbf{r},t)}{\partial t} = - \frac{1}{m} \nabla \left[ p[n_0(\mathbf{r})] + \frac{\partial \varepsilon}{\partial n} \delta \mathbf{n}(\mathbf{r},t) \right] - \frac{1}{m} n_0(\mathbf{r}) \nabla \mathbf{v}(\mathbf{r}) - \frac{1}{m} \nabla \mathbf{v}(\mathbf{r}) - \frac{1}{m} \delta \mathbf{n}(\mathbf{r},t) \nabla \mathbf{v}(\mathbf{r}),
\]

where in the second line we used that in equilibrium

\[
\nabla p[n_0(\mathbf{r})] = - n_0(\mathbf{r}) \nabla \mathbf{v}(\mathbf{r})
\]

and furthermore that the pressure \( p \) is a function of the density only at fixed temperature. This result, together with the continuity equation (36a), describes first sound in a trapped Fermi gas.

In the superfluid phase, first sound has \( \mathbf{v}_s = \mathbf{v}_n \) and Eq. (36b) now becomes

\[
n_0(\mathbf{r}) \frac{\partial \mathbf{v}(\mathbf{r},t)}{\partial t} = - \frac{1}{m} \nabla \left[ \frac{\partial \varepsilon}{\partial n} \delta \mathbf{n}(\mathbf{r},t) \right] - \frac{1}{m} \delta \mathbf{n}(\mathbf{r},t) \nabla \mathbf{v}(\mathbf{r})
\]

\[
= - \frac{1}{m} \nabla \left( \frac{\partial \varepsilon}{\partial n} \delta \mathbf{n}(\mathbf{r},t) \right) - \frac{1}{m} \delta \mathbf{n}(\mathbf{r},t) \nabla \mathbf{v}(\mathbf{r}),
\]

(38)

However, in the superfluid phase we also have the Josephson relation (36d) for the superfluid velocity. Using that the local chemical potential \( \mu = \mu_0[n_0(\mathbf{r}) + \delta \mathbf{n}(\mathbf{r},t)] + V(\mathbf{r}) \), where \( \mu_0 \) is the homogeneous chemical potential including the effects of interactions, and linearizing also this equation leads to

\[
n_0(\mathbf{r}) \frac{\partial \mathbf{v}_s}{\partial t} = - \frac{n_0(\mathbf{r})}{m} \nabla \left[ \mu_0[n_0(\mathbf{r})] + \frac{\partial \mu_0}{\partial n} \delta \mathbf{n}(\mathbf{r},t) + V(\mathbf{r}) \right]
\]

\[
= - \frac{n_0(\mathbf{r})}{m} \delta \mathbf{n}(\mathbf{r},t) \nabla \left( \frac{\partial \mu_0}{\partial n} \right) + \frac{\partial \mu_0}{\partial n} \delta \mathbf{n}(\mathbf{r},t) \nabla \mathbf{v}(\mathbf{r}) \]

(39)

because in equilibrium the chemical potential must satisfy

\[
\mu_0[n_0(\mathbf{r})] + V(\mathbf{r}) = \text{const.}
\]

(40)

Since in general

\[
\frac{\partial \varepsilon}{\partial n} = n_0 \frac{\partial \mu_0}{\partial n},
\]

(41)

the second term on the right-hand side of Eq. (39) equals the last term on the right-hand side of Eq. (38). Moreover, the first term on the right-hand side of Eq. (39) can be rewritten with Eq. (41) as

\[
\nabla \frac{\partial \mu_0}{\partial n} = - \frac{\partial p}{\partial n} n_0^2 \mathbf{v}(\mathbf{r}) + \frac{1}{n_0(\mathbf{r})} \nabla n_0(\mathbf{r}) \nabla \mathbf{v}(\mathbf{r})
\]

\[
= - \frac{1}{n_0^2(\mathbf{r})} \nabla \mathbf{v} + \frac{1}{n_0(\mathbf{r})} \nabla \frac{\partial p}{\partial n}
\]

\[
= \frac{1}{n_0(\mathbf{r})} \left( \nabla \frac{\partial p}{\partial n} + \nabla \mathbf{v}(\mathbf{r}) \right),
\]

where we used again the equilibrium condition in Eq. (37). We thus find that below the critical temperature, the Josephson relation (36d) is identical to the momentum equation (36b). As in the normal phase, first sound can below \( T_c \) thus be described merely by Eqs. (36a) and (36b). In combination with the results that the density profiles in the normal and superfluid phase are almost equal, we conclude that the hydrodynamic equations that describe the density fluctuations are almost identical and therefore that there will be no significant difference in the collective excitation spectrum in the superfluid and normal phase, respectively. Consequently, other means of experimental detection must be investigated. Of course, this conclusion is based on experiments that couple directly to density fluctuations such as in Refs. [31,32]. If one can couple also to second sound one would of course observe an additional mode below \( T_c \).
Another possible way to detect the superfluid state is by a measurement of the two-body decay rate of the gas. Note that, in our case, three-body recombination processes are strongly suppressed since we are dealing with fermions and only have two different hyperfine states occupied. Above the critical temperature, the two-body rate constants are essentially independent of $T$ and the magnitude is depicted as a function of the applied magnetic field in Fig. 2. In analogy to the case of a Bose gas, where the presence of a condensate decreases the decay rate due to two-body processes by a factor of about 2 [33–35], we now analyze the change in the decay rate due to the presence of Cooper pairs in the Fermi gas below the critical temperature.

Using the correlator method from Ref. [33], it is found that the decay rate constant due to two-body processes is given by

$$G(T) = G(T_c)K^{(2)}(T),$$

where the correlator

$$K^{(2)}(T) = \frac{1}{n_1 n_2} \langle \psi_1^\dagger(x) \psi_1^\dagger(x) \psi_1(x) \psi_1(x) \rangle$$

equals 1 above $T_c$, but increases due to the nonzero expectation value $\langle \psi_1(x) \psi_1(x) \rangle$ below the critical temperature. Indeed, using the transformations given by Eqs. (10) and (13), it is found that

$$K^{(2)}(T) = 1 + \frac{\Delta_0^2}{V_0 n_1 n_2},$$

where $\Delta_0/V_0$ is again given by the ultraviolet-diverging expression (16). The question now arises what we should use for $V_0$ in this expression. Clearly, the denominator $V_0$ should not be considered as the zero-momentum component of the triplet potential. Physically, this can be understood by the fact that this value of $V_0$ does not characterize the exact nonlocal two-body triplet potential in any way. It does not even reproduce the correct long-distance behavior for the scattered wave function. Therefore, a first guess would be to replace $V_0$ by $T^{2B}$, but since the s-wave scattering length in this case is much larger than the effective range $r_y$ of the interaction $V_T(x)$, it is likely that the replacement of $V_0$ by $T^{2B}$ underestimates the effect of the presence of the superfluid phase on the decay rates considerably.

Instead, from our procedure to remove the ultraviolet divergence in the gap equation, we see that $V_0$ should be chosen such that it satisfies the Lippmann-Schwinger equation

$$\frac{1}{T^{2B}} = \frac{1}{V_0} + \frac{1}{V_0} \sum_{|k| \leq \Lambda} \frac{1}{2\xi_k},$$

where a cutoff $\Lambda = O(1/r_y)$ is introduced. Solving this equation for $V_0$ and using that the Fermi energy $\epsilon_F \approx \hbar^2 \Lambda^2/2m$, we find that

$$V_0 = T^{2B} \frac{1}{1 - 2a\Lambda} \frac{1}{\pi}.$$  \hspace{1cm} (44)

Applying this result, we can now make an estimate of the effect of the presence of the superfluid phase. To simplify the calculation, we will calculate the effect at $T = 0$ for a homogeneous gas with $n_1 = n_2 = n$. We then have that $n = k_F^2/6\pi^2$. Moreover, from the BCS theory we know that the zero-temperature value of the order parameter $\Delta_0(0)$ is related to the critical temperature by $\Delta_0(0) = 1.76k_B T_c$. So

$$\frac{1}{n_1 n_2} \frac{\Delta_0^2}{V_0} \approx \frac{1}{n^2} \left( 1 - \frac{2a\Lambda}{\pi} \frac{1.76k_BT_c}{4k_Fa} \right).$$

From the functional behavior of the triplet potential $V_T(x)$, we deduce that the range of the two-body interaction $r_y \approx 100a_0$. Therefore, substituting $\Lambda = (100a_0)^{-1}$ and $a = -2160a_0$, we find that in the case of $^6$Li atoms $V_0 \approx 0.07T^{2B}$. Note that, as expected, the Fermi wave number $k_F$ is much smaller than the cutoff value $\Lambda$: For a density $n_1 = n_2 = 10^{12} \text{ cm}^{-3}$, we have $\epsilon_F = 6 \times 10^{-7} k_B$, resulting in $k_F = (5 \times 10^3 a_0)^{-1}$, which is indeed much smaller than the cutoff $\Lambda$. Using that $T_c = 11 \text{ nK}$ for $n = 10^{12} \text{ cm}^{-3}$ (see Fig. 4), it turns out that $1 - 2a\Lambda/\pi = 15$ and the correlator $K^{(2)}(0) = 7$, which is much larger than its value above the critical temperature. Had we used $T^{2B}$ instead of $V_0$, the change in the correlator would have been only of the order of 3%. Even though we do not expect that the corrections to the decay rates are as large as the above crude argument suggests, we do believe that it might be of the order unity and may be measurable. Of course, the cutoff dependence of $V_0$ should in some way drop out of the theory eventually, but for this a better theory is needed, which takes into account the precise details of the triplet potential and does not make use of a pseudopotential to replace it. Work along these lines is in progress because of the experimental importance to have a reliable estimate of the changes in the relaxation rate constants. Furthermore, note that the correlator $K^{(2)}(T)$ from Eq. (43) also appears in the expression of the average energy of the system [36]. A measurement of this quantity has been done for the case of Bose gases [37,38] and we believe that also in the case of fermions, a change in the average energy at the critical temperature can signal the presence of the superfluid phase.

In summary, we considered a gas of atomic $^6$Li occupying two hyperfine states trapped in a magnetic field. Atoms in different hyperfine levels can interact via s-wave scattering. Using the most up-to-date triplet potential, we showed that the lifetime of such a gas with a density of $10^{12} \text{ cm}^{-3}$ per hyperfine level is of the order of 1 s when a magnetic bias field of 5 T is applied. At this density the gas becomes superfluid at a temperature of about 11 nK. We also investigated the mechanical stability of a two-component Fermi gas and showed that if the two-particle interaction is repulsive, the gas is unstable for spin-density fluctuations, whereas in the case where the interatomic interaction is attractive, the gas is unstable against density fluctuations above the spinodal line.
Furthermore, we considered the superfluid state of atomic $^6\text{Li}$, trapped in an isotropic harmonic-oscillator potential, in the local-density approximation. We showed that the critical temperature $a/\lambda_T$ is a universal function of the quantities $N_1^{1/6} a/l$ and $N_1^{1/6} a/l$. Below the critical temperature there is almost no change in the density profile of the gas cloud. Therefore, we suggest that the presence of the superfluid state might be signaled by a change in the decay rates or a change in the average energy at the critical temperature.
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[16] Our distorted-wave Born approximation overestimates the spin-exchange rate constant at lower magnetic fields. Therefore, we have also performed a full coupled-channels calculation of this rate constant and find good agreement over the range of fields given in Fig. 2.
[27] This was first pointed out to us by A. J. Leggett.